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Abstract of Bachelor Thesis

Congestion avoidance in Wireless Sensor Network (WSN) is an essential re-
search topic. It has, thus, received much attention of researchers. Congestion
avoidance comprises of congestion detection and traffic control. This thesis fo-
cuses on traffic control and proposes an optimal data interpolation method, re-
ferred to as the Approximation Equation Method, and an adaptive method to ad-
just data reporting interval and the data queue length in accordance with permis-
sible error criteria. When congestion is detected in a Wireless Sensor Network,
usual practice is to lengthen data reporting interval. The eliminated data is usu-
ally recovered by application with an interpolation. In approximation equation’s
method, the optimization is done in end devices such that the transmitted data
provides the best approximation within the reporting interval. With a thorough
mathematical representation, the optimization can be done with a low computa-
tional power yet low electric power wireless transceiver. This method is applied
to a room temperature monitoring system using one-chip ZigBee Transceiver TI
CC2430. It is shown that the approximation equation’s method can archive 1.7
times longer the reporting time interval than that of the simple truncation. The
success of the approximation equation’s method motivated the author to develop
an adaptive control of reporting time interval under predefined error threshold.
With the set limited error rate at 0.0125%, the adaptive time wise data interpola-
tion method reduces the data transmission packet number by 94~99%. However,
in this case, approximation equation’s method is only effective when sufficient
sensor data queuing is permitted particularly where large sensor data fluctuation
is observed. The adaptive control is also implemented in CC2430. It reveals that,
by using only 20 data in queue, in comparison with no use of queue, the number
of transmission packets can be reduced by 30%.
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Wireless Sensor Network, Traffic congestion avoidance, Approximation equa-
tion, Data interpolation.
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Chapter 1

Introduction

1.1 Background

Nowadays, with the ever-increasing use of environmental sensing and smart grids,
in the wireless sensor networks, especially in multi-hop networks, the quantity of
data volume is rapidly increasing. To reach the main goal of creating the “smart
environments”, in a narrow space, a large number of sensors are being used and
transmission packets in the same time also increases. They have caused an in-
crease traffic in WSN. When there is a sudden surge of simultaneous data trans-
mission, problems arise. This type of surge causes traffic overload at a full buffer
at the receiving node. This state is called traffic congestion, which is the main
cause of packet drops. Subsequent retransmission of dropped packets may in-
crease overall network delay, and cause high latency. Traffic congestion avoidance
became the big problem in WSN and congestion avoidance became an essential
topic for researchers. There is a variety of studies in traffic congestion detection
and traffic control. Almost all of the past studies focused on reducing the traf-
fic congestion without demanding the accuracy in the received data. Moreover,
the analysis and calculation almost take place in the computer. With the more
and more increase in sensor node’s features, instead of sensing and forwarding
data only, this thesis proposes an optimal data interpolation method, referred to
as the Approximation Equation Method, and an adaptive method to adjust data



reporting interval and the data queue length in accordance with permissible er-
ror criteria, which is done in a low computational power yet low electric power
wireless transceiver.

1.1.1 Home Wireless Sensor Network

A wireless sensor network (WSN) is a collection of nodes organized into a coop-
erative network. In a WSN, we usually have a numbers of sensor nodes, which
are monitoring physical or environmental conditions, such as temperature, human
sensing or electricity consumption data, and one sensor sink, which is collecting
data from all of sensor nodes through the network. Both sensor nodes and sensor
sinks consist of processing capability (such as micro-controllers, CPUs, or DSP
chips), a RF transceiver, a power source and an electronic circuit for interfac-
ing with the sensors[[ll]. In multi-hop WSN, there’re also routers, which are only
transferring the other nodes’ data to other routers or sensor sink, or both sensing
data by itself and transferring the other nodes’ data.

Home Wireless Sensor Network (Home WSN) is one type of Wireless Sensor
Network, which is applied in a narrow area such as home, building. Most of
Home WSN is a system of large number of nodes (1000s or even more nodes) in
a multi-hop network.

In a basic example of home WSN system (Fig. [T), a large number of sensor
nodes measures and sends data to sensor sink through routers in WSN. Sensor
sink connects to the Internet, save data to the Data Base. Applications use data in
the Data Base to do different works, such as data analysis, data calculation, data
interpolation, etc...

In the practical system there’re also 3 or 4-hop networks containing a large
number of sensor nodes. In the narrow areas such as a building, with a multi-hop
WSN system of 1000s or even more nodes, traffic throughput is always very high.
Therefore, traffic congestion is always a big problem of Home Wireless Sensor
Network.

1.1.2 Fixed-time Data Reporting Interval System

In Home Wireless Sensor Network, there are a lot of systems, in which data are
reported by sensor node in Fixed-time interval, such as one data per minute. Es-
pecially in environmental sensing and smart grids, most of the WSN Systems is
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Figure 1.1: Home Wireless Sensor Network System Graph

the Fixed-time Data Reporting Interval System.

Table [T shows one example of the data base of the Fixed-time Data Reporting
Interval System. It is one part of the Data Base of RACOW Project that will be
described in the next chapter. As shown in the table, the data of both sensors had
been reported one data per minute.

Nowadays, for meeting the requirement of real-time sensing, it is required that
data be reported in a short time interval. That means the number of reported data
is increasing. The more data reported by sensor node, the better quality of real-
time sensing we have. Large number of transmission packets in the same time has
caused an increase in WSN’s traffic.

1.2 Challenge and Research Goal

As described above and noted in [2], to avoid traffic congestion, sensor nodes can
not report data in a short time interval, as it is required. However, small number of
sensor reporting data causes the decrease in quality of data interpolation. Focus-
ing on remedying this problem, this thesis proposes an optimal data interpolation
method, referred to as approximation equation’s method, and an adaptive method



Day Time EPCID Data

5/11/2011 | 11:59:23 PM | epc:id:sgtin:0457122707.101.1 | 18

5/11/2011 | 11:59:23 PM | epc:id:sgtin:0457122707.102.3 | 33

5/11/2011 | 11:59:24 PM | epc:id:sgtin:0457122707.101.1 | 19

5/11/2011 | 11:59:24 PM | epc:id:sgtin:0457122707.102.3 | 20

5/11/2011 | 11:59:25 PM | epc:id:sgtin:0457122707.101.1 | 19

5/11/2011 | 11:59:25 PM | epc:id:sgtin:0457122707.102.3 | 10

Table 1.1: Sample of Fixed-time Data Reporting Interval System Data Base

to adjust data reporting interval and the data queue length in accordance with per-
missible error criteria. With the permissible error criteria in data interpolation, this
method proposes to decrease the number of the necessary transmission packets.
This way addresses the efficiency on congestion avoidance.

1.3 Structure of Thesis

The rest of this thesis is organized as follows.

Chapter [ describes this research’s related techniques, related project and the
position of the research in the related project. Chapter B describes the related
research and existing method that solves the same problem with this research.
Chapter & presents this research’s approach which uses Approximation Equation
method as a solution. Chapter B describes the implementation of this research in
ZigBee Multi-hop Sensor Network. Chapter B discusses results and evaluations
from experiments. Finally in chapter [ the conclusion is presented.



Chapter 2

Related Project and Techniques

This chapter presents the RACOW Project that is closely related to this research,
and this research’s role in the project. Next, IEEE 802.15.4 standard and ZigBee
protocol will be introduced. Afterwards, the reason why ZigBee is being used in
RACOW Project and this research’s experimental implement will be discussed.

2.1 RACOW Project

This research is related to a RACOW Project [3]. RACOW is an abbreviation of
RFID Auto-Commission Open system with WiMAX. This project using the sec-
ond supplementary budget in the fiscal year 2009 of Japanese Ministry of Public
Management, known as a “Promotion project of network integration control sys-
tem standardization etc.”, is a demonstration of reduction of environmental effect
with data collection system over WiMAX.

2.1.1 RACOW Project’s Goal

This project aims to provide a system in which consumers can freely add and se-
lect energy and information services related to electronic equipment and devices.
In this project’s home sensor network, ZigBee wireless network is being used to
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Figure 2.1: RACOW Project Construction System Graph

provide connection between domestic electronic devices, such as lamps, televi-
sions, and refrigerators.

2.1.2 This Research’s Role

In RACOW Project, with the large number of sensor nodes used and the require-
ment of real-time sensing, traffic controlling becomes a mandatory problem to
solve. This research is proposed to support the congestion avoidance and give the
optimal method for application when doing the data interpolation.



2.2 1EEE 802.15.4 and ZigBee

2.2.1 IEEE 802.154

IEEE 802.15.4 is a standard for specifying the physical (PHY) and media access
control (MAC) layers of a personal area, low-power, wireless network [4], which
was created and is maintained by IEEE [5].

2.2.2 ZigBee

ZigBee is a new standard developed by the ZigBee Alliance for personal-area
networks (PANs). Consisting of more than 270 companies (including Freescale,
Ember, Mitsubishi, Philips, Honeywell, and Texas Instruments), the ZigBee Al-
liance is a consortium that promotes the ZigBee standard for a low-rate/low-power
wireless sensor and control network [6]. ZigBee is the primary protocol which
builds on the 802.15.4 standard, adding a network layer capable of peer-to-peer
multi-hop mesh networking, a security layer capable of handling complex security
situations, and an application layer for interoperable application profile.

ZigBee specifies all the layers above MAC and PHY, including the NWK
layer, APS, ZDO, and security layers. IEEE 802.15.4 does not specify anything to
do with multi-hop communications, assigning address, or application level inter-
operability (Fig. I2). It’s ZigBee that provides the mesh networking and multi-
hop capabilities, enhances the reliability of data packet delivery, and specifies
application-to-application interoperability [4].

The ZigBee Alliance developed the following application profiles:

Smart energy

Commercial building automation

Home automation

Personal, home, and hospital care

Telecom applications

Remote control for consumer electronics

Industrial process monitoring and control

7
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Figure 2.2: ZigBee Stack Architecture

In this research, ZigBee Wireless Network is being used as a Home WSN. As
described above, ZigBee is also being used in RACOW Project because of these
following properties.

e Low battery consumption
A ZigBee End Device can be in sleep mode and still keep its association
with its network. Therefore it should operate for months or even years with-
out needing its battery replaced.

e Multi-hop network
In tree and mesh topologies, ZigBee provides a multi-hop network; packets
pass through multiple hops to reach their destination.

e Automatic routing

ZigBee can automatically establish its network.



2.3 Data Interpolation

Interpolation is a method for estimating and constructing new data points from a
discrete set of known data points. Sometimes we know the value of a function
f(z) at a set of points x1, xs, ...,z y, but we do not have an analytic expression
of f(x) that let us calculate its value at an arbitrary point. The task now is to
estimate f(x) for an arbitrary x by drawing a smooth curve through (and perhaps
beyond) the x;. If the desired x is in between the largest and smallest of the /s,
the problem is called interpolation [[Z].

In engineering, especially in WSN, the sensing data is simply a discrete set of
data points sensed over time. Moreover, the number of data sensed by a sensor
node is always much bigger than the number of data that can be reported to sink.
Therefore, it is required to interpolate the intermediate value of the independent
value from the data which is reported to sink.

2.4 Summary

Chapter D2 introduces the RFID Auto-Commission Open system with WiMAX
(RACOW) Project, in which ZigBee Wireless Network is being used to provide
a connection between electronic devices in home. IEEE 802.15.5 and ZigBee’s
properties and the reason why ZigBee is being chosen are also discussed. Lastly,
data interpolation, the technique that is ly used in science and engineering, is
presented.



Chapter 3

Related Researches and Existing

Methods

The first section of this chapter shows some related researches. They are the stud-
ies about solving the problem of traffic congestion in Wireless Sensor Network.
Afterward, the existing methods, which solve the same question with this research,
are presented. Problems of each existing method are also addressed.

3.1 Related Research

3.1.1 Traffic Congestion Detection and Avoidance in Wireless

Sensor Networks

Traffic Congestion Detection and Avoidance in Wireless Sensor Networks is de-
scribed a lot in literature. Sensor network diagnosis is used to identify and be
aware of the network condition that helps a lot in traffic congestion detection and
avoidance. Some studies propose to monitor sensor network by collecting the
information from sensor nodes. Those information is the aggregates of parame-

10



ters of each residual energy of each sensor [8] or the marking data created by the
proposed marking scheme identifying the packet routing part [9]. The network
condition analysis done in the sink and the configuring of sensor node transmis-
sion frequency are proposed [IU] [I1] [T2]. Some researchers propose a study
aiming at improving network efficiency in congested networks, by demonstrating
that choosing a suitable packet size can help to significantly reduce the packet
loss rate and the number of retransmissions required. It is based on the theory
that transmitting a smaller packet size with a high Bit Error Rate and a much big-
ger packet size with a low Bit Error Rate helps reduce transmission errors [13].
The investigators in this research only aim at configuring the suitable packet size
but not concentrate on reducing errors on the receiving end when doing the data
interpolation.

3.1.2 Sensor Data Interpolation

The research in [14] presents the Minimum Mean Square Error (MMSE) inter-
polators based upon a model of the image capture system. After being resolved
by using the optimal interpolator, the observed image taken by the low resolution
capturing system is proposed to provide the optimal of the desired, high resolution
image. In this work, the researchers said that their experiments indicate that op-
timal interpolation outperforms cubic interpolation in terms of subjective image
quality, without a significant increase in computational cost.

3.2 Existing Method

3.2.1 Simple Method

In solving the problem described in chapter 7, the Simple Method only decreases
the transmission frequency, in other words, lengthen the data reporting interval. In
fixed time interval, when data sensing frequency is higher than data transmission
frequency, the number of sensing data is bigger than the number of data that can
be transmitted. Simple Method sends only one sensing data (raw data which is
sensed by sensor node) in one fixed time interval to guarantee the avoidance of
traffic congestion in WSN. Therefore, in one fixed time interval, only one sensing

11



data can be reported and saved to data base, the other sensing data is all omitted.

Figure B shows one example of using the Simple Method in Home WSN
System. It is a figure of temperature data that are sensed by one sensor set in the
author’s laboratory room. In normal condition, data are sensed and reported once
per minute by a sensor node. That means sensor sink receives have sensing data
each minute. To avoid traffic congestion, the Simple Method reduces the sensing
data transmission frequency. Instead of one data in one minute, it lengthen the
data reporting interval, such as one data in 16 minutes (as in Fig. B-1). When data
in a specific time is required, if that data was not reported (in the other words,
that data is not in the Data Base), application has to interpolate that data. In
Simple Method, data in a specific time that was not reported is defined as a point
in the straight-line between two data, which were reported, are in the nearest time
with that specific time. In figure B, data in 13:00 is defined by a point in the
straight-line between data in 12:48 and 13:04. That estimated data involves the
interpolation error. The more data are omitted, the more the interpolation error we
have.

29 Measured sensordata
28
27
26
25

24

6
Transmitted sensor data = rgduced frequency

23
to avoid congestion

22
12:00 12:30 13:00 13:30

Figure 3.1: Example of the Simple Method in Temperature Sensing System
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3.2.2 Store and Forward Method

Based on the fact that the header of Over-the-Air Data frame is quite large (in Zig-
Bee, the OTA Data Frame is up to 127 bytes and the header is up to 47 bytes) (Fig.
B7), as described in [13], instead of sending data immediately, storing some data
in a sensor node and forwarding all at once helps decrease transmission packet
number that supports traffic avoidance (Fig. B3). However, this method has its
own problem. By sending all the sensing data, this method provides the best ac-
curacy when doing the data interpolation. Nevertheless, with the fixed OTA data
payload length, the sensor node can store only the extremely limited data number
that does not help a lot in traffic avoidance.

3.3 Summary

There has been a variety of research on how to recognize and prevent congestion in
wireless sensor networks. There is also an existing method for traffic congestion
avoidance by reducing transmission packet number that is done by a sensor node.
However, the requirement of data interpolation accuracy and the automatically
configured transmission packet number have not been discussed.

This research focuses on remedying the existing method’s problems. For
avoiding traffic congestion in Wireless Sensor Network, an Adaptive Time-wise
Data Interpolation is presented. They are an optimal data interpolation method,
referred to as approximation equation’ s method, and an adaptive method to adjust
data reporting interval and the data queue length in accordance with permissible
error criteria.

13



NWK APS APS | NWK
mg :\gg AUX QB; AUX ﬁg; Payload | AUX | AUX | FCS
HDR HDR MIC | MIC
«Up to 80 byte~
Up to 127 byte

Figure 3.2: ZigBee Over-the-Air Data Frame

Power Meter ENd _
Device Router Coordinator PC
_Serial
I Send Send
store - > OTA OTA |
I‘-‘-.._.__""E Serial
—_—
store Jl — —_— —
--_-"'F
._‘-----.-.._l
store = ————> —_— _
—
._-—--.___'_
—
-_..____"': —_— —_—
l-—-.____‘.

Figure 3.3: Store and Forward Data Sending Diagram

14




Chapter 4

Approximation Equation Method

This chapter presents Approximation Equation Method - an optimal data interpo-
lation method for sensor nodes to calculate and report sensing data in WSN. In the
first section, this method’s main goal will be described. Afterwards, in the second
section, this method’s theory will be presented. In this section, the way to cal-
culate the approximation equation and the problem of the approximation degree
will be introduced. Lastly, in the third section, the evaluation on the efficiency of
approximation equation degree will be shown.

4.1 Approximation Equation Method’s Goal

In a high traffic throughout WSN, to avoid the traffic congestion each sensor node
has to lengthen the time reporting interval. Simple Method (as described in section
BXT) shows good results only where small sensor data fluctuation is observed.
Where large sensor data fluctuation is observed, this method makes high error rate
when doing the data interpolation. However, shortening the time reporting interval
will increase the data packet transmission, which causes the traffic congestion’s
capability.

In this research, an optimal data interpolation method for sensor nodes is pro-
posed. This method doesn’t increase the sensor node’s transmission but optimizes
the reporting data. By using my method, sensor nodes do not send the raw sens-

15



ing data as in Simple Method but send the data providing better result when doing
data interpolation in application. Figure E1 shows the imagination of using Ap-
proximation Equation Method in the temperature sensing system. Instead of real
sensing data, the sensor node sends optimal data. When application does the data
interpolation, such as interpolating the data at 13:00, the proposal method will
have less interpolation error than the Simple Method.

29;c Measured sensordata

28

Optimized sensor
27 - data for minimum

interpolation error
26

25

24

Transmitted sensor data = rgduced frequency

23 . i
to avoid congestion

22
12:00 12:30 13:00 13:30

Figure 4.1: Imagination of the Approximation Equation Method

In the following, the way of calculating the Approximation Equation Method
and setting the approximation equation to provide both the desirable result in data
interpolation and the good performance in a sensor node, which has very lack of
memory and processing capability, are presented.

4.2 Approximation Equation Method’s Theory
In a sensor node, although the data sensing frequency is higher than the data trans-

mission frequency, by using this method sensor node doesn’t omit any sensing
data. The sensor node uses all sensing data to calculate an approximation equa-

16



tion. After that it reports one data calculated by the approximation equation to the
sensor sink.

Let’s imagine that a sensor node has k£ + 1 sensing data (z;, y;) ¢ = 0. ..k and
needs to calculate the approximation equation of degree n (Formula BT) of that
k + 1 sensing data

Yy = Z a;rt = apr” + ap 12" 4. 4 a4 ag 4.1)
i=0

To have the least error when doing the data interpolation, the error distribu-
tion of real sensing data and the data that are calculated using the approximation
equation (formula EZ2) must be at minimum.

k n
I=> (yi— Y al) (4.2)
i=0 j=0
k n
I=> (yi— Y aji)’ (4.3)
i=0 §=0

Because k£ + 1 data are continuous, we can simply assign x; as i. Formula
becomes formula E3.

Formula B3 has n+1 variables: a,,, a,_1, ..., ag. Sensor node has to calculate
Gy, Ap_1, - - - , ag to find the approximation equation of these k data. In formula B3,

I is at the minimum when all the differential of / by a;(i = 0...n) are 0.

However, in this method, to guarantee that application’s data interpolation can
work well, the first data of £ + 1 data yo must be the data that was sent to sensor
sink right before these k + 1 data are being sensed. In the other words, 7, must be
the latest data saved in the database. Therefore, based on the (x¢, yp), o = 0, we
have an equation of one variable related to other n variables. Now, we only have
to calculate n variables, for example, a,_1,...,ao. We take the differential of /
by a;,7 =0...n — 1 and have n equations:

Wy
) a; N
After calculating the approximation equation of these k data, sensor node can
calculate all the new data v; of ;.
Each equation with different degree requires a different quantity of informa-
tion for the application to know about the equation and do the interpolation.

0,=0...n—-1 4.4)
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In the simplest case, the linear equation, sensor node only needs to send one
data in one time, because the linear equation can be calculated based on the 2
points (2 data). In this case, sensor node sends the new data g, of y;. Now in the
database we have two data y, and y;. Application can calculate the equation using
the y, conjunction with the y,. In higher degree equation, sensor node needs to
send more than one data, such as square equation requires two data, cubic equation
requires three data.

By identifying the equation, application can interpolate all the data which are
not reported.

4.3 Efficiency of Approximation Equation Degree

Higher degree of the approximation equation provides more variables. So it pro-
vides the better accuracy in data interpolation. However, higher degree will re-
quire more computational complexity burden to sensor node. In sensor node,
which has lack of memory, overflow is possible.

This section shows the evaluation on the efficiency of approximation equation
degree in data interpolation. The external temperature data of Z building of Keio
University Shonan Fujisawa Campus in one week (05 ~ 12/May/2011) were being
used to do this simulation. The sensing data is one data per minute but the sensor
node is set that only send one data per fixed number minutes.

Error distribution average is calculated as below.

k.
err — L _ 2izolUi —4) (4.5)

k k

y; . the real sensing data.

y; : the data after doing the data interpolation. The way to do the data interpo-
lation will be described after.

As described in section B2, each equation with different degree requires a dif-
ferent quantity of sensing data. Therefore, higher degree equation has to calculate
with larger number of data. For example, with the set data reporting interval is 1
data per 20 minutes, linear equation calculates with 21 data each time but square
equation calculates with 41 data each time.

When doing the data interpolation, with the linear equation, it uses 2 data and
the data between that 2 data is calculated as a point in the linear line between that
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2 points. With the square equation, it used 3 data. The data, which is not received,
is calculated as a point in the square line of the square equation calculated before.
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Figure 4.2: Evaluation on the Efficiency of Approximation Equation Degree

In this simulation, with the same error distribution rate at 0.4, the cubic ap-
proximation equation method provided 1.7 times longer the reporting time interval
than that of the Simple Method. Even the linear approximation equation method
provided 1.25 times longer the reporting time interval than that of the Simple

method. (Fig. B7)
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4.4 Summary

In this chapter, the proposal approximation equation method’s goal and theory
are presented. Lastly, the evaluation on the efficiency of approximation equation
degree is discussed. This evaluation is applied to a room temperature monitoring
system. It is shown that the approximation equation’s method can archive 1.7
times longer the reporting time interval than that of the simple truncation. Even the
linear approximation equation method can archive 1.25 times longer the reporting
time interval than that of the simple truncation. The success of the approximation
equation’s method motivated the author to develop an adaptive control of reporting
time interval under predefined error threshold, which will be described in the next
chapter.
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Chapter 5

Implementation

Traffic in a Wireless Sensor Network can further be mitigated if sensors adaptively
changes its reporting time interval while the accuracy in the receiving application
is preserved. This observation leads the author to develop the an adaptive control
of reporting time interval under predefined error threshold with linear interpola-
tion in sensor node. This chapter presents an implementation in Texas Instrument
CC2430. The first section describes the design of this method in the experiment.
The next section shows the structure and the detail of each parts of the system.

5.1 Implementation Platform

As mentioned in the chapter @, ZigBee is used as the home wireless sensor net-
work environment in the implementation experiment. Texas Instrument’s CC2430s
are used as the data transceivers. The CC2430 is the first single-chip, IEEE
802.15.4 compliant and ZigBee SoC (System on Chip) RF transceiver with inte-
grated micro-controller. It provides a highly integrated, flexible low-cost solution
for applications. Figure BT shows the diagram of the CC2430. Table 51 shows
the common features of the CC2430. [Tf]

CC2430EM (CC2430 Evaluation Module), a small plug-in module for Smart
RF04EB, is used as a reference design for antenna and RF layout. Smart RFO4EB
is a motherboard for Evaluation Module. It provides a RS232 interface for com-
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RF/Layout 2.4 GHz IEEE 802.15.4 compliant RF transceiver

8051Microcontroller core

Microcontroller 32/64/128 KB flash memory
8 KB RAM
Peripherals 2 USARTS, support for serial protocols
Development tools ZigBee protocol stack

Table 5.1: The CC2430’s Features

munication with sensors for receiving sensing data (in sensor node) or with PC for
sending data (in sensor sink) (Fig. B4). Z-stack, a free-download protocol stack
for ZigBee provided by Texas Instrument, is used to implement the CC2430 chip.
IAR Embedded Workbench is used as the IDE.

5.2 Implementation Design

As the result of the evaluation on the efficiency of approximation equation degree
that was mentioned in the previous chapter, linear equation is chosen to take the
implementation. Let’s take a deep look at how the linear equation is calculate in
the sensor node.

As describe before, in linear equation’s case, we have two variables: a, ag.
Because the equation has to contain the point (0, yo) so there is only one variable
need to calculated. That leads the thinking that instead of calculating the variable
ay or ag, we calculate directly the new data yj, of y.

Formula of the linear equation containing (0, y) and (k, i) is in formula B,

_ Yk — Yo

We can calculate the error distribution / as in and the differential of / by

Y-
Let the differential of I by ;. is 0 so we can have the equation of .
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To prevent overflow in a micro-controller, the formula is simplified. We have
the equation of ¥, as in formula B2.

. _GZf:o(i*yi)—yo(k‘i‘l)(k—l)
e = (k+1) (2k + 1)

(5.2)

yk can be calculated using the real sensing data y; (with? = 0... k).

5.3 System Implementation
This system is divided into two parts:

e Approximation equation calculation and reporting data module in sensor
node

e Reporting interval controlling and data receiving module in sensor sink

The details of each part are described as followings.

5.3.1 Approximation Equation Calculation and Reporting Data

Module in Sensor node

Main function of this module is calculating data using the Approximation Equa-
tion Method, comparing with set limitted error rate, and sending data to sensor
sink. Another function of this module is changing the set error rate based on the
data receiving from sensor sink. Afterward, each function will be described.

Changing error rate function

In sensor node, there is a variable named errorSet. It is the limited error distribu-
tion average (EDA). In the other words, it is the highest acceptable error distribu-
tion average, which is provided by the sensor sink. The way to calculate the error
distribution average is described in the equation B35. Sensor node calculates and
sends the optimal data so that when application interpolates the data, which isn’t
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received, using the optimal data the error distribution average is not higher than
the errorSet.

When the sensor sink sends the new value to sensor node, this function re-
ceives that data and change the value of the variable errorSet.

Data calculating and reporting function

This function’s work is calculating an optimal data based on the sensing data and
the limited error distribution average errorSet (as described before). Sensor node
senses data, calculates, and reports data so that the data reporting interval can be
long as much as possible, but still satisfies the limited error distribution average
errorSet.

First of all, when receiving the first data, sensor node sends that data to sensor
sink and saves that value to y0 (will be used before when calculate the adaptive
data using the Linear Approximation Equation Method).

In sensor node, there is a queue using for storing data. The reason why the
queue is being used and the efficiency of the number of data in the queue will be
described in the next chapter. From the second data, when receiving new data,
sensor node checks the number of data in the queue. After it matches the set
number queuenumber, sensor node calculates the optimal data, which can be
sent to sensor sink if the EDA matches the limited value, based on the Linear
Approximation Equation Method. After that, it calculates the error distribution
average and compare with the limited value. If it is higher than the limited value,
sensor node will calculate and find the previous latest optimal data, when the EDA
still smaller than the limited value, sends it to sensor sink and saves that value to
y0. All the data in the order before that optimal data will be removed from the
queue. If it is not, sensor node saves the sensing data in the queue and waits for
the new data. (Fig. B72)

There are 4 important variables in this module.

e 10

This variable defines the previous data that were sent to sensor sink before.
By using that variable, sensor node knows the value of the last data sent to sen-
sor sink, which is necessary when calculating the optimal data using the Linear
Approximation Equation Method and the error distribution average.

e queuenumber

When the number of data in the queue matches this number, sensor node starts
calculating the optimal data and the error distribution average. The merit of this
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variable will be described before in the Evaluation chapter.

oy

It’s a variable used in calculation the approximation equation. In formula 87,
Zf:o (i % y;) is calculated by this variable. zy is calculated using the data in the
queue and the order of those data. Each time the data in queue is changing, xy is
being recalculated. To prevent overflow, xy is used as uint32 type.

® seqnum

This variable is used to numbering the packet sent to sensor sink. By using
this variable, application can define that there is packet loss in WSN or not. If the
receiving packets in sink are continuous, there is no packet loss. If it is not, there
is packet loss. This thing is very important in WSN and in this method. If there
is no packet loss, the data interpolation can satisfy the limited error distribution
average value. However, if there is packet loss, doing data interpolation in that
time period can not provide the EDA under limited.

In this module, there are 2 important functions doing 2 main works: calculat-
ing the optimal data and calculating the error distribution average.

e Calculating the optimal data

The optimal data v, is calculated using this function. When receiving a new
sensing data, sensor node checks the number of data stored in the queue. When
the number of data in queue reaches the queuenumber, this function is called to
calculate tne y,,. As shown in formula 87, this function uses the xy, y0 variables
to calculate the the 7,. Formula has the division, so there is a possible that
Y» 1s not an integer. However the sending data is an integer value, so the v,
must be converted into the integer value. When calculating using formula B2,
the numerator is multiplied by 10 to know the value of the first number of the
fractional part. If that value is smaller than 5, ¥, is the decimal part value. If it is
not, ¥, is the decimal part value plus 1.

e Calculating the error distribution average (EDA)

As described before, the error distribution average is calculated as the same
as in equation E3. Because the Linear Approximation Equation Method is being
used, the y; is calculate based on the last data sent to sensor sink y0 and the new
optimal data ,. v, is calculated as below.

~

Ui = (Yn — y0) * i/number
The packet sent from sensor node to sensor sink contains: segnum and the

calculated optimal data.
Preparing for the evaluation in the next chapter, the method without using
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the approximation equation is also implemented. In this module, there is not the
“calculating the optimal data” function. It simply sends the pervious raw sensing
data if the EDA is higher than the limited EDA (Fig.53).

5.3.2 Reporting interval controlling and data receiving module

in sensor sink

In sensor sink, there are two modules that do the data receiving and reporting
interval controlling works.

e Data receiving module

This module’s function is receiving data, which is sent Over-the-Air from
sensor nodes, and sending those data to computer via RS232C port.

e Reporting interval controlling module

This module’s function is sending commands from sensor sink to sensor
node. The command is received from RS232C port, which is connected to
a computer. In this experiment, the commands are the limited error distri-
bution average value and number of data in the queue in sensor node. When
sensor nodes receive those values, it changes its errorSet and queuenumber.

There is also a “receiving” application in the computer that connecting to the
sensor sink. This application does two works:

e Receiving data from sensor sink

The data is received via the RS232 port. The data is saved to Data Base.

e Sending command to sensor node

The commands are inputted by user. This module converts and sends com-
mands to RS232 port. Through the RS232 port, they are sent to sensor sink.
The commands are for configuring a limited EDA and the number of data
saving in queue in each sensor node. Before sending command to sensor
node, sensor node network address must be inputted. Sensor sink received
this value when sensor node joined the network at the first time. Sensor
node sends its IEEE address together with its network address. Using those
value, sensor node can identify which node has which network address.

This application was written in C Sharp. (Fig. BY)
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Table shows the implement environment of the “receiving” application.

Laptop PC Lenovo Thinkpad T510
OS Window XP Professional SP2 (32bit)
Program language C Sharp

Table 5.2: Environment of the “receiving” application

5.4 Summary

In this chapter, I have discussed in detailed the implementation of an adaptive
method to adjust data reporting interval and the data queue length in accordance
with permissible error criteria using the Linear Approximation Equation Method
in TI CC2430 chip. The calculation function is simplified to implement in a low
computational power yet low electric power wireless transceiver. The application
that receiving data and sending commands in sensor sink has been presented. In
the next chapter, the system’s evaluation will be discussed.
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Chapter 6

Evaluation

This chapter demonstrates the result of evaluations on the Linear Approximation
Equation Method and the efficiency of the length of the data queue in a sensor
node.

6.1 Sample Data Preparation

In section B3, temperature sensing data was used in the simulation experiment.
At that experiment, the method using the Linear Approximation Equation Method
shows the better result than the simple method in data interpolation. However, to
show the efficiency of using linear approximation equation, not only temperature
sensing data but various type of data has to be used to evaluate. This section shows
how various type of sample data is prepared to do the evaluation experiment.

All the periodic function f(z) that is integrable on [, 7] can be described
using the Fourier series as in formula b1l. [17]

Qo > .
flz) = ) + Z(an cos nt + by, sin nt) (6.1)

n=1
Simplifying the function by setting a,, and b,, with the specified value. Data
are created using a function f(x) as below.
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f(z) = ag + ag * sin WZ'% (6.2)

L: number of data. In this time, L is 1000.

n: number of half-periods of sin function in L data.

a(0) is used to set the value of data. In this experiment, a(0) is set to 20. So
the data is in [0 ...40]. The data range is 40.

Using equation B2, 15 types of datasets are created withn = 1...15. It’s the
number of waves consist in the Fourier series. Each set contains 1000 data.

The sample data preparation program was written in Ruby Programming (around
70 lines). The data is set up so that all data are positive and integer. The sample
data are created and saved to text file.

Data value
45

40

14

Data ordering
ar

0 100 200 300 400 500 600 700 800 900 1000
0 100 200 300 400 500 600 700 800 900 1000

(a) 3 half-periods (b) 8 half-periods
Figure 6.1: Sample Data

Figures b1 show the sample data created with 3 and 8 half-periods.

6.2 Experimental Setup

This experiment uses two CC2430EMs, two Smart RF 04EB Boards and two
laptop PCs. Each CC2430EM is set on one EB Board. Each board has a RS232
port used to connect to a laptop PC.

One node works as a sensor node (End-Device). A PC has a “sending” ap-
plication (written by C Sharp), which reads data from file (created before) and
sends data to node via RS232 port. End-Device node receives data and sends to
Coordinator via Over-the-Air.
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One node works as a sensor sink (Coordinator). This node receives data from
End-Device node and sends data to a PC via RS232 port. In this PC, a “receiving”
application (as described in the previous chapter) receives this data and save to
Data Base. (Fig. B2)

The limited EDA and the number of data in the queue in each sensor node are
sent to each sensor node at the beginning (Fig. B3). Those value are inputted
in the application. Sensor sink sends those value to correspondence sensor node
with the inputted IEEE Address. (Fig.55)

3

Coordinator

ZigBee WSN

End Device

Figure 6.2: Experiment Diagram

6.3 Evaluation Method

In this experiment, both the Linear Approximation Equation Method (Fig. B7)
and the method without using the approximation equation (Fig.573) are imple-
mented to End-Device nodes. End-Device nodes receive the same data (the sam-

34



Sensor sink Sensor node

Limited error rate

queue’ s number

Dsensing

sensing

sensing

L

Sending data

Figure 6.3: System graph

ple sensing data created before), do the calculating (which is different in each

method) and send optimal data so that the EDA of data interpolation using the
reported data isn’t higher than the limited EDA value.

By comparing the number of transmission packets at the same time period of
the two method when using the same data, two evaluations will be taken.

e Evaluation on the efficiency of the linear approximation equation by com-
paring with the method doesn’t use the approximation equation.

e Evaluation on the efficiency of the number of data in queue in sensor node.

6.4 Result

The first experiment was done when the number of data in queue was set to 1.
It means sensor node does not use queue to store data. It calculates immediately
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after receiving new sensing data. The limited EDA is set to 0.0125%. Because the
data range is 40, the limited EDA value set in sensor node is 0.0125 % 40 = 0.5.

With using the Adaptive Time-wise Data Interpolation Method, instead of
sending 1000 data, with the set of little data error rate (0.0125%), the transmission
packet number is reduced to 7 ~ 53 packets. (Fig. b-4)

In this case, the method without using the approximation equation showed a
better result than the Linear Approximation Equation Method did. Using the same
set of 1000 data, the number of transmission packets using the method without us-
ing the approximation equation was fairly smaller than the number of transmission
packet using the linear approximation equation. The difference of the two values
becomes largest when the number of half-periods in set of 1000 data is 8. And
these two values are almost the same when the number of half-periods in set of
1000 data is 14 and 15 (Fig. B5). The Linear Approximation Equation Method
did not show a good result in this case.

60
50
40
30

20

10

Number of transmission packets

0
1 2 3 4 5 6 7 8 9 0 11 12 13 14 15

Number of half-periods in set of 1000 data

Figure 6.4: The adaptive time-wise Data Interpolation with EDA = 0.0125%,

number of data in queue = 1

The result of the first experiment can be predicted as followings.

In this case, after calculating the EDA, if the value is higher than the limited
one, the sensor node sends the previous optimal data. When the new data comes,
sensor node has 2 data and calculates the EDA using those 2 data and the previous
optimal data. Because the previous optimal data of the method without using the

36



60

ul
o

iy
o

<EFWithout using approximation
equation method

=*&Linear approximation
equation method

Number of transmission packets
N w
o o

=
o

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15
Number of half-periods in set of 1000 data
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approximation equation is the real sensing data, which is more concerned with
the other 2 data than the Linear Approximation Equation Method’s optimal data.
Therefore, the possibility of the EDA of those 3 data using linear approximation
method is fairly higher than the method without using the approximation equa-
tion. This could make the Linear Approximation Equation Method send data con-
tinuously that increases the number of transmission packet a lot. To prevent this
problem from occurring, the number of data in queue should be set bigger than 1.

In the second experiment, the number of data in queue in a sensor node
was set to 15. The limited EDA was kept as 0.0125%. the Linear Approxima-
tion Equation Method showed a better result than the method without using the
approximation equation when the number of half-periods in set of 1000 data is
bigger than 9. When that value was 8 or 9, the results of those two methods were
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fairly the same. (Fig b6)
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Figure 6.6: Compare the two methods with EDA = 0.0125%, number of data in

queue = 15

The number of data in queue is increased to 20 and the limited EDA was
kept as 0.0125% in the third experiment. In this experiment, the Linear Ap-
proximation Equation Method showed an even better result than the previous two
experiment even though the result of the method without using the approximation
equation did not change. (Fig. B77) From the case that the number of half-periods
in set of 1000 data is 7, the Linear Approximation Equation Method showed a
better result than the the method without using the approximation equation did.

It can be assumed from the results of the three experiments that the efficiency
of the number of data in queue.

The fourth experiment evaluates the efficiency of the number of data in
queue in both the Linear Approximation Equation Method and the method with-
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out using the approximation equation. The limited EDA in this experiment was
kept as 0.0125%. The number of data in queue was set to 1, 5, 10, 15, 20.

In this experiment, the results of the method without using the approximation
equation did not change a lot when the number of data in queue was changing
(Fig. BR). Therefore, in the method without using the approximation equation,
there is no need to use queue in the sensor node. It will also save the memory and
won’t take any delay on sending data, the data can be sent immediately.

On the other hand, when using the Linear Approximation Equation Method,
the more number of data stored in queue, the better result we had (Fig. B9).
In this experiment, with the number of data in queue set to 20, the number of
transmission packets was the least of all cases (number of half-periods in set of
1000 data in from 1 to 15). On the contrary, the number of data in queue set to
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1 required the most number of transmission packets in all cases. Figure B9 also
shows that when the number of data in queue does not show efficiency on the data
with number of half-periods in set of 1000 data is 1 or 2. In that case, the number
of transmission packets are the same when the number of data in queue is set to
the different number. Let’s take a deep look at the case of data that with them the
Linear Approximation Equation Method shows the better result than the method
without using the approximation equation in figure B7. At those cases, number of
transmission packets when the data in queue is set to 20 was much smaller than
the data in queue was set to 5 or 10. In the best result case (number of half-periods
in set of 1000 data is 9), by setting the number of data in queue from 5 to 20, the
number of transmission packet reduced from 43 to 30. It means the number of
transmission packet reduced by about 30%.
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Figure 6.8: The efficiency on the number of data in queue in the method without

using the approximation equation, EDA = 0.0125%
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6.5 Summary

In this chapter, the evaluation on the efficiency of the linear approximation method
by comparing with the method without using the approximation equation and the
evaluation on the efficiency of the number of data in queue in sensor node have
been demonstrated. The results of those experiments show the conclusion that
will be addressed.

Firstly, with using the Adaptive Time-wise Data Interpolation, in this experi-
ment, with the set limited error rate at 0.0125%, instead of sending all the 1000
packets, the transmission packet number is only 7 ~ 53 packets (the numbers are
different with the different data set). It means that the data transmission packets
number is reduced by 94~99%.

Secondly, when the number of queue was set to 1, it means the queue isn’t
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being used, the method without using the approximation equation showed the
better result than the Linear Approximation Equation Method. Therefore, in the
WSN environment that required real time data, the data must be sent immediately
after sensing, or in the sensor node that can not provide a good memory enough for
storing and calculating data, the method without using the approximation equation
should be used for data reporting in sensor node and data interpolation to avoid
the traffic congestion.

Thirdly, with the use of queue in a sensor node to store data before calcula-
tion, the Linear Approximation Equation Method showed the better result in traf-
fic avoidance than the method without using the approximation equation. Where
small sensor data fluctuation is observed, the method without using the approx-
imation equation showed the better result. However, in practical system, almost
the sensing data are changing a lot and is not stable. Therefore, the linear approx-
imation equation with the set of data in queue should be applied for providing the
better in traffic congestion avoidance. The more data storing in queue, the bet-
ter result we have. Based on the requirement of the practical WSN, that number
should be adequately set. In my experiment, by keeping the error distribution av-
erage at 0.0125% and setting the number of data in queue to 20 instead of 1, the
number of transmission packets reduces about 30%. The queue in sensor node
does not provide any efficiency for the method without using the approximation
equation, so there is not any need of using queue in the method without using the
approximation equation.
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Chapter 7

Conclusion

This thesis proposes an optimal data interpolation method, referred to as the Ap-
proximation Equation Method, and an adaptive method to adjust data reporting
interval and the data queue length in accordance with permissible error criteria.

In Wireless Sensor Network, it is usual practice to truncate sensor data re-
porting to avoid traffic congestion. This thesis reveals such practice results in
data interpolation error in receiving applications. The Approximation Equation
Method optimally adjusts the reporting sensor data such that the interpolation in
receiving applications provide the minimum error over the truncated samples du-
ration. The method is implemented in Texas Instruments CC2430 ZigBee Sensor
Network which continuously monitors external temperature of Z building of Keio
University Shonan Fujisawa Campus. A thorough mathematical derivation en-
ables the method can be implemented in low computational power MCUs. It is
shown that the Approximation Equation Method can achieve 1.7 times longer data
reporting interval than that of simple data truncation method.

Traffic in a Wireless Sensor Network can further be mitigated if sensors adap-
tively changes its reporting time interval while the accuracy in the receiving appli-
cation is preserved. This observation leads the author to develop the an adaptive
control of reporting time interval under predefined error threshold with linear in-
terpolation in sensor node. The method is again implemented to CC2430 and eval-
uated its performance against emulated periodical sensor data.Using this method,
with the set limited error rate at 0.0125%, the data transmission packets number is
reduced by 94~99%. However, it is observed that the interpolation in sensor node
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does not always results in less traffic. For a better result, instead of calculating im-
mediately after having new sensing data, a queue set in sensor node to store data
is effective. The penalty of this method is that the data is not calculated immedi-
ately. It entails delay between the time of having sensing data and sending data to
sensor sink in sensor node. The evaluation reveals that the number of transmission
packet can be reduced by 30% with the proposed queued interpolation method in
comparison with the experiment, in which sensor node do not use queue to store
data.
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