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Abstract
RFID, radio frequency identification, is an automatic identification technology

which identifies individual physical objects according to the unique IDs recorded
by the RF tags attached on these objects. On the other hand, real-space objects
often form a group. With RFID, we want to not only identify individual objects
but also verify the integrity of the group of objects. In existing RFID systems,
this “group verification” is done by looking up the list of grouped objects after
the individual identification. This method requires some network connectivity to
share the list of grouped objects and cannot be applied in the off-line environment.
Against this problem, this thesis proposes the “group coding” of RF tags, which
can check the integrity of the group in the off-line environment with writing the
group related information into the memory of grouped RF tags. In addition, when
some RF tags are missing from the group, the group coding can determine the
information of RF tags missing from the group, the number of missing RF tags or
the unique IDs of missing RF tags. Numerical simulation reveals that the deter-
mination of the number of missing RF tags can be done against 10 RF tags out of
20 RF tags within 0.5% error rate with writing 96-bit group related information
into each RF tag’s memory. It is also revealed that the determination of the unique
IDs can be done against 64 missing RF tags out of 100 within 0.5% error rate with
writing 840-bit group related information into each RF tag’s memory. The validity
of the theory and the numerical simulation is confirmed by the experimental evalu-
ation using the implementation of the group coding on the commercial UHF-band
RFID interrogator.
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概要
RFID（radio frequency identification）は、個々のRFタグに割り当てられ

たユニークな IDを元に、電波を用いた読み取り機～RFタグ間の通信により
RFタグが貼付されたモノを個々に自動認識する技術である。これに対し、現
実のモノは個々に存在するだけでなく、しばしばグループを形成する。RFID
による自動認識においても、個々のモノの識別だけでなく、モノのグループ
の検証（グループからのモノの欠落の検知など）を行いたい。既存の RFID
システムにおいてこのグループの検証は、ユニーク IDによる個々のモノの
識別の後にグループに属しているモノのリストを照会することによって行わ
れている。この手法は、モノのリストを共有するためにネットワーク接続性
が必要であり、オフライン環境ではグループの検証を行うことができない。
これに対し、本論文では「RFタググループ符号化」を提案する。グループ
符号化は、グループに関連するデータをグループに属す RFタグに書き込む
ことにより、オフライン環境であってもこのグループの検証を実現する。こ
の場合、96bitのグループに関わる情報をグループに属する各タグにそれぞれ
書き込むことにより、20枚中 10枚までの RFタグの欠落については 0.5%以
下の誤り率で推定することができる。加えて、グループから RFタグが欠落
していることを検知した場合、グループ符号化はグループから欠落した RF
タグの枚数推定、または欠落したRFタグのユニーク IDの推定をすることが
できる。この場合、840bitの情報を各タグに書き込むことで、100枚中 64枚
までの RFタグの欠落について、欠落した RFタグの 96bitのユニーク IDを
0.5%以下の誤り率で推定することができる。また、市販のUHF帯RFIDリー
ダライタを用いた実験により、理論とシミュレーションの正当性を示す。
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Chapter 1

Introduction

1.1 Background of the research
RFID, radio frequency identification, is an automatic identification technology
which is composed of RF tags, interrogator and associated information system.
Because an interrogator collects RF tags’ information via RF communication,
RFID can identify not only line-of-sight objects but also non-line-of-sight objects.
With RF multiple access technique, RFID can identify many objects swiftly. We
also can write data to each RF tag’s memory. These features make RFID different
from other existing automatic identification technologies such as bar-code.

RFID identifies a physical object using its unique ID recorded in the RF tag.
On the other hand, in many business processes, not only identity of individual
objects but also the integrity of a group of objects needs to be verified. Goods in
a shipping container are typical practice of a group of objects. Automatic verifi-
cation of the integrity can reduce the time and cost of such process. Figure 1.1
shows an example usage scenario for group verification system in an RFID portal.
A group of RF tagged objects on a pallet passes through the portal. When all RF
tags belonging to the group are verified to exist, the operator can let the pallet go.
On the other hand, when it is found that some objects are missing from the group,
the group verification system alerts the operator and executes another round of RF
tag inventory. If the retrial inventory fails, the group verification system reports
the missing of objects to the operator. The information about the missing objects
(RF tags) will be useful for the operator to search missing objects or do some other
operations.

EPCIS [1] defines events relating a group of objects as “aggregation event”
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Figure 1.1: Usage scenario of group verification system

and “quantity event”, but how to establish such group of objects is out-of-scope of
the standard. In existing RFID systems, such group verification is done by looking
up the list of grouped objects, such as the ASN (Advanced Shipment Notification),
after individual identification. This type of verification usually requires a network
connection to retrieve the list of grouped objects. However, verification of the in-
tegrity of a group is required not only in a network-reachable environment but also
in an off-line environment. This motivated us to establish a method to verify the
integrity of a group of objects and determine the information of missing objects
without a network connection.

1.2 Nomenclature
Interrogator A device which identifies RF tags and collects their unique IDs.
It also can read/write some information from/into RF tags’ memory.

Inventory The detection of RF tags and collection of the unique IDs of these
RF tags by an interrogator.

RF tag A small electronic device which responds to interrogators’ commands
(Figure1.2). Each RF tag records its own unique ID in its memory. In addition to

2



Figure 1.2: RF tag example

an unique ID, some of RF tags can record additional information in their memory.
RF tags are classified into passive tags, semi-passive tags and active tags.

Unique ID An identifier uniquely assigned to each RF tagged objects, e.g. 96-
bit EPC (Electronic Product Code).

User memory One kind of memory banks of RF tags where the user can write
any information.

XOR The exclusive OR operation or its result. In this thesis, the XOR represents
the bit-by-bit exclusive OR operation against two bit strings and is represented by
“⊕” in equations.

1.3 Structure of the thesis
This thesis is organized as follows. The chapter 2 introduces some related works
on the verification of a group of objects and our approach to this problem. In the
chapter 3 and 4, the theory and evaluation of our proposing “group coding” are
introduced. The chapter 5 concludes this thesis.
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Chapter 2

Prior works and our approach

This chapter introduces some prior works on the group verification and our ap-
proach to this problem.

2.1 Prior works

2.1.1 Yoking Proof / Coexistence Proof / Grouping Proof
Juels [2] introduced a yoking proof of RF tags, which confirms that some RF
tags are read at the same time. The yoking proof is a research which focuses on
the security issue of RFID. It prevents that the malicious reader makes a false
proof, which means the reader says RF tags are read in spite of that the RF tags
are actually not read. There are some researches [3, 4, 5, 6, 7] which improve
the problem of the yoking proof or generalize the yoking proof to a group of RF
tagged objects.

The yoking proof and the related researches use off-line or on-line verifier to
make a proof. These verifiers and RF tags must previously share the secret key.

2.1.2 Statistical analysis of inventory results from multiple in-
terrogators

Inoue [8] introduced a systematic scheme which detects failure to read of RF tags
based on a statistical analysis of inventory results from multiple interrogators. The
networked interrogators are located at the different place, and the inventory results
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of these interrogators are gathered to a database. From the collected data, the pro-
posed system can statistically detect inventory failures of RF tags. In other words,
the system can judge whether the RF tags which are not read by one interrogator
is actually missing at that time or not read because of just a inventory failure.

2.1.3 Integrity-check using total weight of grouped objects
Potdar [9] proposed an integrity-check method which uses total weight of grouped
objects and inventory result of RF tags. The weight of grouped objects attached
RF tags is measured simultaneously with the inventory of RF tags, then the mea-
sured weight is compared to the weight previously measured. With combining the
inventory result of RF tags and the result of this comparison, the proposed system
can check the integrity of the group, whether some RF tags are actually missing
or there is a inventory failure.

2.2 Our approach
Generally, the verification of the integrity of a group of objects is required not only
at the place where the group is established but also at the different place, e.g. a
group of baggage is created by a consignor and verified by a consignee. All of the
above-mentioned prior works require some network connectivity between these
places to verify the integrity of a group. Even the original yoking proof, which
uses off-line verifier, requires the network connectivity to share the secret key.

It is considered that there is similarity between this group verification prob-
lem and the packet-level forward error correction in the erasure communication
channel [10, 11, 12, 13]. With treating the inventoried ID of an object as a packet,
the missing of objects can be treated as the packet loss in an erasure communica-
tion channel. Therefore, the proposal is named “group coding” of RF tags. The
group coding “encodes” RF tags to create a group and “decodes” them to verify
the integrity of the group and determine the information about missing RF tags.
The group coding adds the redundant information, which calculated in the group
encoding procedure and used in the group decoding procedure, in the user mem-
ory of grouped RF tags, so the group decoding can be done without any network
connection.

On the other hand, there are some points different between the group coding
and packet-level coding. Generally, each encoded packet has a serial number
as the header information, so decoder can sort the received packets before the
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computation of decoding. However, the reading order of RF tags is principally
random. In addition, the size of redundant information written into each RF tag
is limited to the size of RF tag’s memory. The group coding must consider these
constraints.

2.3 Conclusion of this chapter
This chapter introduced three prior works on the group verification problem. All
of them require some network connectivity and cannot be applied in the off-line
environment. On the other hand, our proposing “group coding” of RF tags writes
group-related information to grouped RF tags’ user memory and eliminates exter-
nal database or verifier. The group-related data is calculated from the information
of grouped RF tags, and this redundant information is used to determine the infor-
mation of missing RF tags at the verification of the integrity of a group.

The following chapter introduces the theory of the group coding and its eval-
uation. Two group coding schemes are introduced in the chapter 3 and 4, respec-
tively. The first one can determine the number of RF tags missing from the group.
The second one can determine the unique IDs of RF tags missing from the group.
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Chapter 3

Missing number determination by
the matrix’s rank

This chapter introduces a group coding scheme which determines the number of
RF tags missing from a group. This group coding scheme uses the rank of a matrix
to determine the number of missing RF tags.

3.1 Theory
In this chapter, the theory of the determination of the number of missing RF tags
is introduced. The section 3.1.1 introduces the fundamental of the group coding,
the detection of the missing of RF tags using a “group ID”. Based on this section,
the section 3.1.2 introduces the theory how the group coding determines the num-
ber of missing RF tags. The section 3.1.3 shows the theoretical analysis on the
relationship between the design of the parameter of the group coding, a “group
generation matrix”, and the performance of the determination.

3.1.1 Detection of the missing of RF tags using a group ID
The group coding checks the integrity of a group with the check sum technique.
The check sum of a group is calculated as the XOR of all hashes of RF tags’
unique IDs belonging to the group, and the group coding system writes the check
sum to these RF tags’ memory. This check sum also has a role as an identifier of
the group, it means it can be judged whether an RF tag belongs to the group or not
by reading its memory, so it is called “group ID”.
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The procedure to create a group is as follows.

1. The interrogator collects the unique IDs of all RF tags belonging to the
group which the operator want to create.

2. Group coding software calculates the hash of each unique ID with a hash
function. The hash function is needed to avoid situation where unique IDs
belonging to the group are sequential.

3. A group ID is calculated as the XOR of all hashes.

4. The calculated group ID is written to each RF tag’s user memory, so each
RF tag records both its own unique ID and the group ID.

By writing multiple group IDs to user memory, a single RF tag can belong to
multiple groups.

The procedure to verify the integrity of a group is as follows.

1. The interrogator collects the unique IDs of all detected RF tags and the
group IDs written in the user memory of these RF tags.

2. The collected unique IDs are sorted by group ID.

3. Group coding software calculates the hash of each unique ID which belongs
to a group. The hash function must be the same to the one used in the group
creation procedure.

4. The XOR of all hashes in the group is calculated. The result is referred to
as the calculated group ID.

5. Group coding software compares the calculated group ID and the written
group ID. If there is no RF tag missing from the group, the two group IDs
will be the same. On the other hand, if these group IDs are different, there
are some RF tags missing from the group.

These two procedures are also shown in Figure3.1.
This method, which checks the integrity of a group, may incur a “false pos-

itive” which means that the integrity of the group is verified in spite of missing
RF tags. A false positive occurs when the XOR of the hashes of missing RF tags’
unique IDs is coincidentally equal to zero. The probability of a false positive
analytically is computed and verified it via numerical simulation.
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Figure 3.1: Overall procedure of the group coding which checks the integrity of a
group

Naturally, when only one RF tag is missing, the calculated group ID will give
a false positive only when the hash of the missing RF tag

mj = 0. (3.1)

Suppose the hash function generate uniformly distributed hashes, this probability
P1 is given by the following equation for L bits of an hash.

P1 =
1

2L
(3.2)

When two RF tags, j and k, are missing, a false positive occurs when

mj ⊕ mk = 0, (3.3)

that is, when
mj = mk. (3.4)

The probability of this condition, P2, is

P2 =
1

2L
. (3.5)

Likewise, the probability of false-positiveness against n missing RF tags, Pn, is
generally given by the following equation.

Pn =
1

2L
(3.6)
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Figure 3.2: Probability of false-positiveness of fundamental group coding

For example, with the hash function which generates 16-bit hash, the probability
of false positive becomes 1

2n = 1
65536

. This probability Pn becomes negligible
with a sufficiently large L, the bit-length of hashes.

This probability of a false positive is verified with a numerical simulation. In
this simulation, a unique ID of each RF tag which belongs to a group is 96-bit
and generated randomly. The simulator removes a designated number of RF tags
and computes the XOR of all hashes of removed RF tags’ unique IDs. If the
result of the computation is zero, it is recorded as a false positive. This simulation
process is executed 1000 times for different numbers of missing RF tags (the
number varying from 1 to 40). Because CRC-5, which generates 5 bits of hash, is
used as the hash function for this simulation, the probability of a false positive is
theoretically 1

25 = 1
32

. Therefore, it is expected that a false positive occurs about
31 times out of 1000 trials on average. The result of this simulation is shown in
Figure3.2, and this result agrees well.
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3.1.2 Determination of the number of missing RF tags using
multiple group IDs

The determination of the number of RF tags missing from a group is done by
multiple group IDs. The procedure to create a group is referred to as “group
encoding”. The procedure to verify the integrity of a group and determine the
number of missing RF tags is referred to as “group decoding”.

Group encoding

Group encoding starts by dividing the main-group into multiple sub-groups. This
division to sub-groups can be expressed with a matrix equation. The division of
a main-group of m RF tags into n sub-groups is expressed with the following
equation. mi is the hash of i’th RF tag in main-group, and gi is the group ID of
i’th sub-group. 

g1
...

gn

 =
[

G
] 

m1
...

mm

 (3.7)

In this equation, G is an m-column, n-row matrix composed of 0 and 1, that
defines the structure of sub-groups. Because G is similar to the generation matrix
in coding theory, this matrix is named the “group generation matrix”.

For example, suppose that 5 RF tags are apportioned to 3 sub-groups. Sub-
group 1 contains RF tags 1, 2, 3, and 4, sub-group 2 contains RF tags 4 and 5, and
sub-group 3 contains RF tags 1, 2, and 5 as shown in Figure3.3. The Group ID of
each sub-group is calculated as follows.

g1 = m1 ⊕ m2 ⊕ m3 ⊕ m4 (3.8)
g2 = m4 ⊕ m5 (3.9)
g3 = m1 ⊕ m2 ⊕ m5 (3.10)

In this case, the group generation matrix G becomes

G =

 1 1 1 1 0
0 0 0 1 1
1 1 0 0 1

 . (3.11)
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Figure 3.3: Example of division into sub-groups

Group decoding

When some RF tags are missing from the main-group, some sub-groups lose their
integrity. Equation 3.7 can be rearranged to express these incomplete sub-groups
as follows. {

gc

ge

}
=

[
Gcr Gcm

Ger Gem

] {
mr

mm

}
, (3.12)

In this equation, gc represents the array of group IDs of sub-groups which preserve
their integrity, and ge represents that of sub-groups which lose their integrity. Sim-
ilarly, mr represents the array of hashes of RF tags read by the interrogator, and
mm represents that of RF tags missing from the group. The group generation ma-
trix G is separated to 4 partial matrices, Gcr, Ger, Gcm and Gem, in accordance
with these 4 arrays, gc, ge, mr and mm.

In Eq.3.12, of course, gc, Gcr and mr are known. Gcm can be treated as a
zero matrix because the false-positiveness of the fundamental group coding can
be practically ignored as explained in the previous section. Array ge and partial
matrix Ger are available because remaining RF tags belonging to these sub-groups
records these information. Therefore, Gem and mm are the only unknowns in this
equation. The product of these two unknown terms, Gemmm, can be calculated as
follows.

Gemmm = ge ⊕ Germr. (3.13)

Because Gemmm is an array of linear combinations of the mutually independent
hashes of the missing RF tags’ unique IDs, the number of missing RF tags can be
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determined as the rank of Gemmm.
Let us take a group of RF tags whose group generation matrix is given by

Eq.3.11 as an example. When RF tags 2 and 4 are missing from this group, all
sub-groups lose their integrity. This situation is shown in the following equation.


g1

g2

g3

 =

 1 1 0
0 0 1 Gem

1 0 1




m1

m3

m5

mm

 (3.14)

Gemmm is computed as follows.

Gemmm =


g1 ⊕ m1 ⊕ m3

g2 ⊕ m5

g3 ⊕ m1 ⊕ m5

 =


m2 ⊕ m4

m4

m2

 (3.15)

In this case, the rank of this array is 2, and it is equal to the number of missing RF
tags.

3.1.3 The relationship between determination performance and
group generation matrix

As mentioned above, the accurate determination of the group coding can be done
only if the rank of the matrix Gemmm is equal to the number of missing RF tags.
mm is an array of mutually independent hashes of missing RF tags’ unique IDs,
so the rank of Gemmm is equal to that of Gem. There are two cases where the rank
of this Gem matrix is different from the number of missing RF tags.

• Case 1: When Gem does not have enough rows, these rows can not be
decomposed to each missing RF tag’s information by a linear algebra. The
rank of Gem becomes smaller than the number of missing RF tags and the
determination of the group coding gives a smaller number than the number
of actually missing RF tags. For example, suppose the main-group which
contains 5 RF tags and whose group generation matrix and sub-groups’
group IDs are represented by the following equation.


g1

g2

g3

 =

 1 1 1 0 1
0 1 1 1 0
1 0 0 1 1




m1

m2

m3

m4

m5


(3.16)
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When RF tags 2, 3, and 5 are missing from this group, this equation is
changed as follows.


g1

g2

g3

 =

 1 0 1 1 1
0 1 1 1 0
1 1 0 0 1




m1

m4

m2

m3

m5


(3.17)

In this case, the rank of Gem is two although three RF tags are actually
missing.

• Case 2: A sub-group cannot be detected if all RF tags belonging to this
sub-group are missing. When all sub-groups which an RF tag belongs to are
not detected, the group generation matrix loses the column of this missing
RF tag. In this case, the rank of Gem becomes smaller than the number
of missing RF tags and the determination fails because of the lack of the
information about that missing RF tag. For example, suppose that a group
contains 5 RF tags and whose group generation matrix and sub-groups’
group IDs are represented by following equation.

g1

g2

g3

g4

g5


=


1 1 0 0 0
0 1 1 0 0
0 0 1 1 0
0 0 0 1 1
1 0 0 0 1





m1

m2

m3

m4

m5


(3.18)

When RF tags 1, 2, and 5 are missing from this group, this equation is
changed as follows.


g3

g2

g4

 =

 1 1 0 0
1 0 1 0
0 1 0 1




m3

m4

m2

m5

 (3.19)

The sub-groups g1 and g5 cannot be detected because all RF tags belonging
to these sub-groups, RF tags 1, 2 and 5, are missing. In this case, the rank
of Gem is two although the number of missing RF tags is actually three.

The probability of these problems can be reduced by increasing the number
of sub-groups. Gem is a partial matrix of the group generation matrix G, so the
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probability of these problems is affected by this matrix. By increasing the rank of
the group generation matrix, the probability of the first determination failure can
be reduced, and this requirement can be acheived with a sparse group generation
matrix, which contains many 0s. The second determination failure can be miti-
gated with a sufficient spread of the information of each RF tag to other RF tags,
and this requirement can be achieved with a dense group generation matrix, which
contains many 1s. However, the wide spreading of sub-group actually results in
the loss of the rank of group generation matrix. Therefore, the group generation
matrix should be designed to balance these two trade off requirements.

3.2 Evaluation
This section shows the evaluation of the missing number determination by the
group coding introduced in the section 3.1. The evaluation is done by the numeri-
cal simulations and the experiments with the implementation of the group coding.

3.2.1 Numerical simulation on the determination performance
The performance of the above-mentioned group coding is evaluated with numeri-
cal simulations. The general procedure of the simulations is as follows.

1. The simulator prepares 20 virtual RF tags. Each RF tag has 96-bit EPC
generated randomly as the unique ID.

2. The group of these RF tags is created with the group encoding procedure.
A generation matrix for an LDPC [14], Low Density Parity Check code,
is used as the group generation matrix. This matrix is randomly generated
under different conditions for two variables, k and j. k signifies the number
of RF tags belonging to each sub-group. j signifies the number of sub-
groups which each RF tag belongs to. Group IDs are calculated from 16
bits of hashes generated by CRC-16.

3. Randomly selected n RF tags are removed from the group. n is a number
between 1 and 19.

4. The number of missing RF tags is determined with the group decoding pro-
cedure.
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Table 3.1: Conditions of the numerical simulation : Pattern I

Condition Value

number of RF tags belonging to each sub-group (k) 4 (fixed)

number of sub-groups which each RF tag belongs to (j) 1-6

Table 3.2: Conditions of the numerical simulation : Pattern II

Condition Value

number of RF tags belonging to each sub-group (k) 2-6

number of sub-groups which each RF tag belongs to (j) 4 (fixed)

5. This procedure is repeated 10000 times for every combination of conditions,
then the error rate of determination is calculated, counting the frequency of
the determined number differing from the actual number of missing RF tags.

The simulation was done with two patterns of the conditions of group generation
matrix.

The first pattern is shown in Table 3.1. The number of RF tags belonging to
each sub-group, k, is fixed at 4, and the number of sub-groups which each RF tag
belongs to, j, varies between 1 and 6. From the above-mentioned analysis, it is
expected that the accuracy of the determination improves with increasing j.

The result of this simulation is shown in Figure3.4. This chart shows that the
accuracy of determination increases as j increases. This result agrees with the the-
ory mentioned in the section 3.1.3 that the performance of general group coding
becomes better with increasing the number of sub-groups. Figure 3.5 shows the
maximum number of missing RF tags which can be determined within some tol-
erance. For example, with 4 sub-groups to each RF tag, all RF tags record 64-bit
additional information in the user memory, the number of missing RF tags can be
determined up to 4 within 0.5% error rate. On the other hand, with 6 sub-groups
to each RF tag, all RF tags record 96-bit additional information, the number of
missing RF tags can be determined up to 10 within the same error rate.

The second pattern of the conditions is shown in Table 3.2. In this pattern, k
varies between 2 and 6, and j is fixed at 4.

The result of the simulation is shown in Figure3.6. The determination accu-
racy of general group coding improves by decreasing the number of RF tags in
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Figure 3.4: Error rate of the determination of the number of missing RF tags by
general group coding : Pattern I

Figure 3.5: Maximum number of missing RF tags which can be determined within
tolerance of error rate : Pattern I
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each sub-group from 6 to 3. If there are 2 RF tags in each sub-group, however,
the performance degrades. Figure 3.7 shows the subset of this result with the hor-
izontal axis of k. From these charts, it is shown that the performance of general
group coding becomes the highest at k = 3 or k = 4 under the conditions of
this simulation. This result also agrees with the theory mentioned in the section
3.1.3 that a too-sparse or too-dense matrix is not suitable for the group generation
matrix and there is an optimal point of the matrix’s density which maximize the
performance of general group coding.

3.2.2 Experimental evaluation
The afore-mentioned group coding is implemented using a commercial UHF-
band RFID interrogator KU-U1601 (Figure3.8) provided by Panasonic System
Networks Co., Ltd. This interrogator conforms to the EPCglobal UHF Class-1
Generation-2 air protocol [15]. In our implementation, the calculation of group
coding is computed by the computer connected to the interrogator, and the pro-
gram for the computation of group coding is written in Java.

The procedure of the experiment is as follows.

1. 20 physical RF tags whose unique IDs (96-bit) are generated randomly is
placed in front of the antenna of the interrogator.

2. The group of these physical RF tags is created by the group encoding pro-
cedure. The detailed conditions of the group encoding are the same as those
of the numerical simulation shown in TABLE 3.1. This process includes
writing data to physical RF tags’ user memory.

3. N RF tags are physically removed from the group randomly. N is the maxi-
mum number of missing RF tags which can be determined within a specified
tolerance of error, and it is given by Figure3.5. For example, if the toler-
ance of error is 0.5% and j is 6, the value of N is 10, so 10 RF tags are
removed from the group. The case of 0.5% and 10% determination error
are examined.

4. The number of missing RF tags is determined by the group decoding pro-
cedure.

5. This procedure is repeated 10 times for each j, and the average from the
results is calculated.
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Figure 3.6: Error rate of the determination of the number of missing RF tags by
general group coding : Pattern II

Figure 3.7: Error rate of the determination of the number of missing RF tags by
general group coding : Pattern II (horizontal axis of k)
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Figure 3.8: KU-U1601 UHF-band RFID interrogator

When the tolerance of error is 0.5%, it is expected that the result of this experiment
will agree exactly with the numerical simulation shown in Figure3.5 because 0.5%
error rate is small against 10-time trials. On the other hand, when the tolerance of
error is 10%, it is expected that the result of the experiment is equal to or less than
the number of missing RF tags. Figure 3.9 shows the result for the error tolerance
of 0.5%. Figure 3.10 shows the result for the error tolerance of 10%. When the
error tolerance is 0.5%, the result of the experiment matches that of the numerical
simulation. When the error tolerance is 10%, the result of the experiment is a little
different where the number of sub-groups which each RF tag belongs to is 2 and
3. Both of them affirm the expectation and prove that the group coding works on
real RFID system.

3.3 Conclusion of this chapter
This chapter introduced the group coding which determines the number of RF
tags missing from the group. The determination accuracy of 10 RF tags’ missing
out of 20 is 99% with writing 96-bit group related data to each RF tag’s memory.
The performance of the group coding, the accuracy of the missing number deter-
mination, can be adjusted by controlling the size of the group related data. The
performance increases in proportion to the number of sub-groups. When the high
performance is not required, the memory consumption for each RF tag can be re-
duced. In addition, even if the memory consumption of RF tags is the same, the
coding strength of general group coding can be affected by the structure of group
codes. The parameter of group coding should be determined with considering
these characteristics. By the experimental evaluation using the implementation of
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Figure 3.9: Comparison between the results of simulation and experiment (0.5%
error rate)

Figure 3.10: Comparison between the results of simulation and experiment (10%
error rate)
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the group coding, it is confirmed that the missing number detection works well on
the commercial RFID interrogator.
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Chapter 4

Missing ID determination by an
iterative decoding

This chapter introduces an extended scheme of the group coding introduced in the
chapter 3. The extended scheme of the group coding can determine the unique
IDs of RF tags missing from the group. This scheme is referred to as the extended
group coding.

4.1 Theory
The original group coding introduced in the chapter 3, which determines the num-
ber of missing RF tags, is simple and easily-computed, but cannot determine the
missing unique IDs. The principal reason, which impedes us to determine the
missing IDs, is the unavailability of the topology (edges) of Tanner graph, which
relates the unique IDs and sub-groups. In the extended group coding scheme, the
graph edge information is added to RF tags’ memory in addition to group IDs and
its unique ID. This section describes the theory of this extended group coding,
how the extended group coding determines the unique IDs of missing RF tags.

4.1.1 Group encoding and decoding in the extended group cod-
ing

Just like the original group coding in the chapter 3, the procedures to create a
group and to determine the missing unique IDs are referred to as the group encod-
ing and decoding, respectively.
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Group encoding

Similar to the original group coding, the extended group coding use a group gen-
eration matrix to calculate group IDs. The entire group is logically split into
mutually overlapped sub-groups. Group IDs are calculated as the XOR of unique
IDs which we want to retrieve, so the bit-length of one group ID is the same as the
bit-length of unique ID which we want to retrieve. It is presumed that the length
of unique IDs are consistent in a group.

In addition to the group ID, the extended group coding assigns “short ID” to
all RF tags belonging to a group. Each RF tag in a sub-group records the group ID
of this sub-group and the short IDs of other RF tags belonging to this sub-group.
Note that the short ID of its own is not required to be stored in its memory. Since
these short IDs are used to re-establish the Tanner graph of the group, short IDs
are required to be unique only within the group. Accordingly, the bit-length of
a short ID can be shorter than that of the unique ID which we want to retrieve.
For example, 8-bit short IDs are generally enough to distinguish less than 255 RF
tags. Since these short IDs do not have to be recalculated in the group decoding
procedure, any data, for example a portion of factory programmed Tag ID [16],
can be used as the short IDs. This combination of a group ID and short IDs is a
set of the information required of each RF tag to record per sub-group. Each RF
tag must record as many sets of information as the number of sub-groups which it
belongs.

For example, suppose a group containing 5 RF tags. There are 3 sub-groups to
represent the whole group. Sub-group 1 contains RF tag 1, 2, 3 and 4, sub-group
2 contains RF tag 3, 4 and 5, and sub-group 3 contains RF tag 1, 2 and 5. gx

represents the x’th sub-group’s group ID and sx represents the short ID of x’th RF
tag in this example. In this group, RF tag 1 records the information combination
of sub-group 1, g1, s2, s3 and s4, and that of sub-group 3, g3, s2 and s5, and RF
tag 1 does not record its own short ID which is s1. Likewise, other RF tags also
records the information of sub-groups which they belong to. All the information
recorded in these RF tags in this example is shown in Figure4.1.

Group decoding

The group decoding in the extended group coding starts with the integrity-check of
each sub-group by its group ID. The information of each incomplete sub-group,
which is composed of the linear combination of missing RF tags’ unique IDs
and short IDs of each missing RF tag, is collected. The linear combination of
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Figure 4.1: Example of the information recorded in RF tags belonging to a group
of 5 objects

the unique IDs of RF tags missing from each sub-group can be calculated as the
XOR of the sub-group’s group ID and the unique IDs of the all identified RF tags
belonging to the sub-group just like the Gemmm in Eq.3.12. The short IDs of
RF tags missing from each sub-group are recorded by all the identified RF tags
belonging to the sub-group.

To determine the unique IDs of missing RF tags, the group coding system
must retrieve the matrix Gem in Eq.3.12, which is the partial matrix of the group
generation matrix and shows the structure of combination of missing unique IDs.
Gem can be retrieved from the information of short IDs of RF tags missing from
each sub-group. For example, suppose that RF tag 2 and 4 are missing from the
group shown in Figure4.1. From the information collected from identified RF tag
1, 3 and 5, the following information about missing RF tags is retrieved.

• Two RF tags whose short IDs are s2 and s4 are missing from the group.

• The missing RF tag whose short ID is s2 belongs to sub-group 1 and 3.

• The missing RF tag whose short ID is s4 belongs to sub-group 1 and 2.

Figure 4.2 shows a graph expression of these information. This graph is a bipartite
graph composed of a set of nodes representing missing RF tags and a set of nodes
representing incomplete sub-groups. Each “missing RF tag node” is connected, by
a single edge, to “incomplete sub-group nodes” which it belongs to. The meaning
of this graph structure is just equivalent to that of Gem, the relationship between
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Figure 4.2: Graph expression of retrieved relationship between missing RF tags
and sub-groups

missing RF tags and incomplete sub-groups, so this information can be expressed
by the following equation.

g1 ⊕ m1 ⊕ m3

g2 ⊕ m3 ⊕ m5

g3 ⊕ m1 ⊕ m5

 =

 1 1
0 1
1 0

 {
m2

m4

}
(4.1)

The left side of this equation is the Gemmm, the array of linear combinations of
missing RF tags’ unique IDs, and the unknown terms in this equation are only m2

and m4, the unique IDs of missing RF tag 2 and 4. In this case, these terms can
be calculated as g3 ⊕ m1 ⊕ m5 and g2 ⊕ m3 ⊕ m5, respectively.

4.1.2 Iterative decoding
The group generation matrix describes the Tanner graph of the sub-group and
unique IDs, and the whole procedure of the group decoding can be alternatively
interpreted as a message passing decoder. The group decoding also starts with
the integrity-check of each sub-group by its group ID. Let us take a case where
RF tag 2 and 4 are missing from the group shown in Figure4.1 as an example.
Figure 4.3 shows the iterative decoding method. The initial Tanner graph can
be established as shown in (1) in Fig.4.3 where the missing IDs are represented
by filled circles. Thin and thick lines indicate un-identified and identified edges,
respectively. Collected variables (unique IDs) are passed to factors (group IDs) as
in (2) to recover missing unique IDs (m2 and m4) as shown in (3). In process (3),
the destination of factor passing are determined by short IDs. The second variable
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m1(s1) m2(s2) m3(s3) m4(s4) m5(s5)
g1 g2 g3

m1(s1) m2(s2) m3(s3) m4(s4) m5(s5)
g1 g2 g3

m1(s1) m2(s2) m3(s3) m4(s4) m5(s5)
g1 g2 g3

m1(s1) m2(s2) m3(s3) m4(s4) m5(s5)
g1 g2 g3(1) initial (2) first variable passing

(3) first factor passing. destination is 

determined by short IDs
(4) second variable passing

for confirmation

Figure 4.3: Example of the iterative decoding procedure

passing shown in (4) verifies that the recovered unique IDs satisfy the parity check
of g1.

4.2 Evaluation
This section shows the evaluation of the missing ID determination by the extended
group coding introduced in the section 4.1. The evaluation is done by the numeri-
cal simulations and the experiments with the implementation of the group coding.

4.2.1 Numerical simulation on the determination performance
The missing object identification performance of the proposed method is evalu-
ated with a numerical simulation. The procedure of the simulation is as follows.

1. The simulator prepares 100 virtual RF tags. Each RF tag has 96-bit EPC
generated randomly as the unique ID.

2. The simulator applies the group encoding procedure in the extended scheme
introduced in the previous section to these 100 RF tags. The group genera-
tion matrix is generated like a generation matrix of LDPC [14]. The number
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Table 4.1: The conditions of group generation matrix in the numerical simulation
Condition Value

Number of RF tags which each sub-group contains 4
Number of sub-groups which each RF tag belongs to 2-7 (variable j)

of RF tags which each sub-group contains is fixed at 4, and the number of
sub-groups which each RF tag belongs to is given by a variable number j
which varies from 2 to 7, as shown in Table 4.1. The 8-bit serial number
generated by the group coding system is used as a short ID of each RF tag.
Since a set of the information needed to be recorded to an RF tag for a sub-
group is 120-bit (96-bit group ID and three short IDs of the other RF tags
in the subgroup), the bit-length of group’s information recorded by each RF
tag is 120j-bit. It is expected that the performance of the determination in-
creases by increasing the number of sub-groups which each RF tag belongs
to.

3. The simulator removes n RF tags randomly from the group. n varies from
1 to 99.

4. The simulator applies the group decoding procedure in the extended scheme
to (100 − n) identified RF tags to determine the unique IDs of missing RF
tags. If there is any difference between the result of the group decoding and
the unique IDs of RF tags actually missing, it is counted as an error.

5. The simulator repeats the above procedure 10000 times for each j and n,
and calculates error rate, which is the number of the errors occurred in
10000 trials, for each pattern.

Figure 4.4 shows the result of the simulation. From this chart, it is clear that
the performance of the determination increases by increasing the number of sub-
groups which each RF tag belongs to. Figure 4.5 shows the maximum number of
RF tags which can be determined by the group coding within the several specified
error rates, and this number also increases when the number of sub-groups which
each RF tag belongs to is increased. For example, when each RF tag belongs to 4
sub-groups and records 480-bit additional information, the group coding system
can determine up to 46 missing RF tags’ unique IDs within 0.5% error rate. On the
other hand, with 7 sub-groups for each RF tag, which means each RF tag records
840-bit information, the unique IDs of 64 missing RF tags can be determined
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Figure 4.4: Error rate of the determination of missing RF tags’ unique IDs by the
group decoding

Figure 4.5: The maximum number of RF tags which can be determined within the
specified error rate
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within the same error rate. These results agree to the afore-mentioned expectation
that the performance of the determination increases when increasing the amount
of group-related information.

4.2.2 Experimental evaluation
This extended group coding is also implemented on a commercial RFID inter-
rogator KU-U1601 (Figure3.8). With this implementation, the missing object
identification performance is evaluated. The procedure of the experiment is as
follows.

1. 20 physical RF tags whose unique IDs are generated randomly are prepared.
These RF tags are positioned in front of the antennas connected to the inter-
rogator.

2. The group encoding procedure in the extended scheme is applied to these
RF tags. j = 3 case and j = 7 case are examined, and other conditions
of group generation matrix are the same as those of the afore-mentioned
numerical simulation. In this experiment, 16-bit hashes of RF tags’ unique
IDs are used to calculate group IDs, which means that each 16-bit hash is
treated as the unique ID of each RF tag, so a set of the information about
one sub-group has 40-bit length (16-bit group ID and three 8-bit short IDs).
Therefore, each RF tag records 120-bit and 280-bit group-related informa-
tion in j = 3 case and j = 7 case, respectively.

3. n RF tags are removed from the group and apply the group decoding proce-
dure in the extended scheme to identified (20−n) RF tags. Then, the result
of the group decoding and the hashes of physically missing RF tags’ unique
IDs are compared. Three cases, n = 4, n = 8 and n = 12, are examined.

4. The above procedure is repeated 10 times for each j and n to calculate the
actual error rate of the determination for each pattern.

The performance of the proposed scheme against 20 RF tags is revealed by an
additional numerical simulation and the result is shown in Figure4.6. The result
of the numerical simulation and that of the experiment are compared.

The results of the experiment of j = 3 case and j = 7 case are shown in
Figure4.7 and Figure4.8, respectively. In these charts, the line shows the result of
the numerical simulation, and filled circles represent the result of this experiment.
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Figure 4.6: Error rate of the determination of missing RF tags’ unique IDs by the
group decoding (against 20 RF tags)

Because the number of trials for each pattern is small, there is a slight difference
between the result of the numerical simulation and that of the experiment in j = 3
case, and there is no discernible difference between them. In j = 7 case, there
is no difference between the result of the numerical simulation and that of the
experiment. In this experiment, the time duration of the computation of the group
coding is also measured. It is revealed from the measurement that the computation
of the group encoding and decoding procedure takes about 0.1 second and 0.2
second, respectively. These duration are negligible in the whole process including
the access to the RF tags. Therefore, it is confirmed from these results that the
proposed scheme works well on the real RFID system.

4.3 Conclusion of this chapter
The extended group coding writes the graph topology of each RF tag and sub-
groups into RF tags’ memory in addition to group ID. By doing this, the extended
group coding can determine the unique IDs of RF tags missing from the group.
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Figure 4.7: The result of the experiment (j = 3)

Figure 4.8: The result of the experiment (j = 7)
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The group decoding can be done by an iterative decoding method by using short
IDs. Numerical simulation reveals that the proposed scheme can identify up to 64
missing RF tags’ 96-bit unique IDs out of 100 RF tags by writing 840-bit group-
related information to each RF tags. Experimental evaluation is also performed
with a group of 20 RF tags. Measured accuracy of the determination of 12 missing
RF tags are 30% and 100% with 120-bit and 280-bit RF tag memory consumption,
respectively. This accuracy agrees well with the numerical simulation.
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Chapter 5

Conclusion

This thesis introduces the group coding of RF tags. The group coding can check
the integrity of a group in the off-line environment by writing group-related data
into grouped RF tags’ user memory. In addition, when some RF tags are missing
from the group, the group coding can determine the information of missing RF
tags. The group coding scheme introduced in the chapter 3 can determine the
number of missing RF tags. The extended group coding scheme introduced in the
chapter 4 can determine the unique IDs of missing RF tags.

The performance of the group coding is revealed by the numerical simulations.
The first group coding scheme can determine 10 RF tags missing from the group
of 20 RF tags within 0.5% error rate with writing 96-bit group-related informa-
tion to each RF tags. The second group coding scheme can determine 64 missing
RF tags’ 96-bit group IDs from the group of 100 RF tags within 0.5% error rate
with writing 840-bit group-related information to each RF tag. The accuracy of
the determination increases with increasing the size of group-related information
recorded by each RF tag. It is also revealed that the accuracy of the determination
is affected by the selection of the parameters of the group coding, which are repre-
sented by a group generation matrix. The validity of these numerical simulations
is confirmed by the experimental evaluation with the implementation of the group
coding using a commercial UHF-band RFID interrogator, and it is confirmed that
the group coding works well on the real RFID system.
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Appendix

A Overview of the group coding implementation
This section introduces the overview of the implementation of group coding,
which is used for the numerical simulations and the experimental evaluations.
The programs of the implementation are written in Java. In the following subsec-
tions, some principal classes in this implementation are introduced. The simulator
and the experiment’s system is made with using following classes classified into
4 packages.

A.1 ‘groupingprogram’ package
‘groupingproof’ package contains classes which compute the procedure of the
group coding. Some classes related to the computation are also contained. Fig-
ureA.1 shows the class diagram of this package.

‘GroupingProgram’ interface

‘GroupingProgram’ interface must be implemented by all the classes that com-
putes the procedure of the group coding. The procedure of group encoding and
decoding are written in ‘makeGroup’ and ‘verifyGroup’ method, respectively.

‘FundamentalGroupCoding’ class

‘FundamentalGroupCoding’ class implements ‘GroupingProgram’ interface. The
group coding procedure of this class detects the missing of RF tags from the group
(Section 3.1.1). The hash function is specified as the argument of the constructor.
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GroupingProgram
<<interface>>

+ makeGroup ( target : Vector<byte[]> ) : Vector<GroupID>

+ vefiryGroup ( target : Vector<byte[]>, gid : Vector<byte[]> ) :   Vector<GroupVerifyReport>

FundamentalGroupCoding

+ FundamentalGroupCoding ( _hash : HashCalculator )

GeneralGroupCoding

+ GeneralGroupCoding ( _hash : HashCalculator , _mat : GroupMatrixGenerator )

ExtendedGroupCoding

+ ExtendedGroupCoding ( _datahash : HashCalculator , _sidlength : int , _mat : GroupMatrixGenerator )

GroupID

~ GroupID ()

~ GroupID ( g : Vector<byte[]> )
+ marshal () : byte[] 

GroupVerifyReport

+ gid : byte[]

+ verifyrep : boolean 
+ subgroups : Vector<GroupVerifyReport> 

+ lostuid : Vector<byte[]>

+ lostnum :  int

+ GroupVerifyReport ( _gid : byte[] )

+ toString ( level : int ) : String

Figure A.1: Class diagram of ‘groupingprogram’ package
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‘GeneralGroupCoding’ class

‘GeneralGroupCoding’ class implements ‘GroupingProgram’ interface. The group
coding procedure of this class determines the number of RF tags missing from the
group (Section 3.1.2). The hash function and the group generation matrix are
specified as the first and second argument of the constructor, respectively.

‘ExtendedGroupCoding’ class

‘ExtendedGroupCoding’ class implements ‘GroupingProgram’ interface. The group
coding procedure of this class determines the unique IDs of RF tags missing from
the group (Section 4.1). The hash function, the byte length of short IDs and the
group generation matrix are specified as the first, second and third argument of
the constructor, respectively.

‘GroupID’ class

‘GroupID’ class represents a set of sub-group IDs for one RF tag. ‘marshal’
method returns an array of bytes which is written to the RF tag’s memory.

‘GroupVerifyReport’ class

‘GroupVerifyReport’ class represents the result of the group encoding, which is
the return value of ‘verifyGroup’ method of the ‘GroupingProgram’ interface and
its implementations. The variable ‘verifyrep’, ‘lostnum’ and ‘lostuid’ represent
the result of the integrity-check, the number of missing RF tags and the unique
IDs of missing RF tags, respectively. ‘toString’ method return a string containing
these information.

A.2 ‘groupingprogram.hashcalculator’ package
‘groupingprogram.hashcalculator’ package contains classes which calculates a
hash of given bit string (an array of bytes). FigureA.2 shows the class diagram
of this package.

‘HashCalculator’ interface

‘HashCalculator’ interface must be implemented by all the classes that computes
a hash of RF tag’s unique ID. ‘calcHash’ method calculates a hash of an array of
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HashCalculator
<<interface>>

+ calcHash ( target : byte[] ) : byte[]

+ getHashLength () :  int

CRCCalculator

+ CRCCalculator ( _crcid : int )

NoHashStub

+ NoHashStub ( inputbytelen : int )

Figure A.2: Class diagram of ‘groupingprogram.hashcalculator’ package

bytes given as the argument and returns the result of the calculation as another
array of bytes. ‘getHashLength’ method returns the length of an array of bytes
which ‘calcHash’ method returns.

‘CRCCalculator’ class

‘CRCCalculator’ class implements ‘HashCalculator’ interface. This class calcu-
lates a CRC, cyclic redundancy code, of given array of bytes as its hash. The
identification number of a generator polynomial of CRC (shown in Table A.1) is
specified as the argument of the constructor.

‘NoHashStub’ class

‘NoHashStub’ class implements ‘HashCalculator’ interface. ‘calcHash’ method
of this class does not calculate a hash but returns given array of bytes without
any computation. When the above-mentioned ‘ExtendedGroupCoding’ class is
used to determine the unique IDs of missing RF tags, the first argument of its
constructor must be an instance of this class.
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Table A.1: CRC generator polynomials available at ‘CRCCalculator’ class [17]
ID Name Generator polynomial

0 CRC-16 x16 + x15 + x2 + 1
1 SDLC (CCITT) x16 + x12 + x5 + 1
2 CRC-16 Reverse x16 + x14 + x + 1
3 SDLC Reverse x16 + x11 + x4 + 1
4 LRCC-16 x16 + 1
5 CRC-12 x12 + x11 + x3 + x2 + x + 1
6 LRCC-8 x8 + 1

7 ETHERNET
x32 + x26 + x23 + x22 + x16 + x12 + x11

+x10 + x8 + x7 + x5 + x4 + x2 + x + 1

GroupMatrixGenerator
<<interface>>

+ genearateMatrix ( targetcount : int ) : boolean[][]

LDPCGroupMatrixGenerator

+ LDPCGroupMatrixGenerator  ( k : int , j : int )

Figure A.3: Class diagram of ‘groupingprogram.matrixgenerator’ package

A.3 ‘groupingprogram.matrixgenerator’ package
‘groupingprogram.matrixgenerator’ package contains classes which generate group
generation matrixes. The classes in this package is used by ‘GeneralGroupCod-
ing’ class and ‘ExtendedGroupCoding’ class. FigureA.3 shows the class diagram
of this package.

‘GroupMatrixGenerator’ interface

‘GroupMatrixGenerator’ interface must be implemented by all the classes that
generate group generation matrixes. ‘generateMatrix’ method generates a group
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generation matrix against the number of RF tags, which is given as the first argu-
ment, and return it.

‘LDPCGroupMatrixGenerator’ class

‘LDPCGroupMatrixGenerator’ class implements ‘GroupMatrixGenerator’ inter-
face. ‘generateMatrix’ method of this class generate matrixes like LDPC’s gen-
eration matrix [14]. The number of RF tags belonging to each sub-group and the
number of sub-groups which each RF tag belongs to are specified as the first and
second argument of the constructor, respectively.

A.4 ‘rwprogram’ package
‘rwprogram’ package contains classes which controls a physical or virtual RFID
interrogator. Some related classes and enumeration types are also contained. Fig-
ureA.4 shows the class diagram of this package.

‘RFIDReaderWriter’ interface

‘RFIDReaderWriter’ interface must be implemented by all the classes that pro-
vide methods to control an RFID interrogator. ‘inventory’ method returns the list
of unique IDs of read RF tags. ‘read’ method reads data from the specified mem-
ory area of specified RF tags and returns it. ‘write’ method writes specified data
into the specified memory area of specified RF tags. ‘getBlockLength’ method re-
turns the byte length of one memory block, which is a minimum unit of RF tag’s
memory.

‘SimulationReaderWriter’ class

‘SimulationReaderWriter’ class implements ‘RFIDReaderWriter’ interface. This
class prepares virtual RF tags which have randomly generated 96-bit unique IDs
and user memory. ‘inventory’, ‘read’ and ‘write’ methods access to these vir-
tual RF tags. The number of virtual RF tags is specified as the argument of the
constructor. The numerical simulations of the group coding are done using this
class.
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MemoryType
<<enum>>

USER

EPC

UID

TID

RWResonse

+ data : byte[]

+ error RWError

+ RWResponse ( data : byte[] )

+ RWResponse ( _error : RWError )

RWResponse.RWError

OK

MEMADDR

MEMLOCK

NOTAG

UNKNOWN

<<enum>>

RFIDReaderWriter
<<interface>>

+ inventory() : Vector<byte>
+ read ( target : Vector<byte[]>, type : MemoryType, offset : int, count : int ) :   Vector<RWResponse>

+ write ( target : Vector<byte[]>, type : MemoryType, offset : int,  Vector<byte[]> data) : Vector<RWResponse>

+ getBlockLenght () : int 

OreoreRWServerClient

+ OreoreRWServerClient ( _rwname : String )

+ OreoreRWServerClient(_rwname : String, serviceURI : String )

SimulationReaderWriter

+ SimulationReaderWriter ( _tagnum : int )

CompressedTagReaderWriter

+ CompressedTagReaderWriter ( rw : RFIDReaderWriter , len : int )

Figure A.4: Class diagram of ‘rwprogram’ package
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Figure A.5: Virtual user memory allocated in EPC

‘OreoreRWServerClient’ class

‘OreoreRWServerClinet’ class implements ‘RFIDReaderWriter’ interface. This
class is used to control the “KU-U1601” interrogator, which is used for the ex-
periments. Detail of the implementation to control KU-U1601 is described in the
appendix B.

‘CompressedTagReaderWriter’ class

‘CompressedTagReaderWriter’ class implements ‘RFIDReaderWriter’ interface.
This class is a virtual interrogator which works on another class implementing
‘RFIDReaderWriter’ interface, which is specified as the first argument of the con-
structor. Using this class, group-related data is written into each physical RF tag
as the part of unique ID of the RF tag as shown in FigureA.5. This class is used
for fast demonstration of the group coding because the information required to
the group coding can be collected without reading of user memory of RF tags.
The byte-length of virtual unique ID is specified as the second argument of the
constructor.

‘RWResponse’ class

‘RWResponse’ class represents the result of an access to RF tags, which is the
return value of ‘read’ and ‘write’ method of ‘RFIDReaderWriter’ interface. The
variable ‘error’, whose type is ‘RWResponse.RWError’ enumeration type, is used
to indicate the result of the access. The variable ‘data’ is used by only ‘read’
method and contains an array of bytes read from the memory of an RF tag when
‘error’ is ‘RWError.OK’.
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Figure B.1: Network structure to control KU-U1601

‘MemoryType’ enumeration type

‘MemoryType’ is an enumeration type which represents the kinds of memory
bank of RF tags. This type is used by ‘read’ and ‘write’ method of ‘RFIDReader-
Writer’ interface to specify which memory bank is read/written.

B Implementation of KU-U1601 controller
The KU-U1601 interrogator, which is provided by Panasonic System Networks
Co., Ltd, communicates with a PC on IP, Internet Protocol. However, the com-
munication between the interrogator and the PC is done on the closed protocol.
Panasonic provides an API library to control the interrogator, but this library is
made for Windows and difficult to call directly from the group coding program
written in Java.

To avoid this problem and execute the group coding program on my MacBook
Pro, the system which remotely controls the interrogator is implemented. The
overview of the implemented system is as follows. The group coding program
introduced in the appendix A is executed on the MacBook Pro whose operating
system is Mac OS X (referred to as “Mac”). There is a virtual machine whose
operating system is Windows XP in the Mac. The supervisor on the Mac has a
role of NAT server and makes a private network for this virtual machine. The
interrogator’s IP address is statically set to ‘192.168.0.1/24’. Accordingly, the
IP address of the Mac is set to ‘192.168.0.20/24’. This network structure is also
shown in FigureB.1 With this network, the group coding software can order the
Windows on the virtual machine to access to the interrogator through the inner
network, and the Windows can access to the interrogator through NAT.
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Detail of the implementation (Windows side)

The system on the Windows is implemented as a web service. When this web
service is called, the system accesses to the interrogator and returns the result
of the access. The whole system is implemented using C# and ASP.NET. IIS,
internet information service, is used as the web server.

Detail of the implementation (Java side)

Because the system on the Windows, which accesses to the interrogator, is a web
service, the Java program which orders the Windows to access to the interrogator
is a client of this web service. This program is written with the assistance of
Apache Axis2. The Axis2 makes the fundamental program to access to the web
service from its WSDL, and ‘OreoreRWServerClient’ class is implemented to
adapt this program to ‘RFIDReaderWriter’ interface.
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